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A s we write this Chapter 15 years into the 21st century, the world of educational 
assessment is full of change. It is the first year the new Race to the Top assess-
ment consortia (groups of states and jurisdictions in the United States that have 

come together to develop tests that measure new K–12 curriculum standards) adminis-
tered their tests. The new standards measured by these tests focus on getting students 
ready for 21st- century colleges and careers, and involve “on-track” or “readiness” 
benchmarks for students from third through 11th grade. In addition, these consortia 
tests, like assessments used in licensure and certification, are incorporating technol-
ogy in exciting ways. The consortia assessments are also being used, or considered 
for use, to hold public schools accountable in the United States, which may lead to 
rewards and sanctions for teachers, educational administrators, schools, districts, and 
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Come gather ’round people 
Wherever you roam 
And admit that the waters 
Around you have grown 
And accept it that soon 
You’ll be drenched to the bone 
If your time to you, Is worth savin’ 
Then you better start swimmin’ 
Or you’ll sink like a stone 
For the times they are a- changin.’
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states. Clearly, the waters around us have grown, and it appears the times are certainly 
a- changin’ in educational measurement.

But how new and different are these “changes”? One can only answer that ques-
tion by knowing what has come before. Fortunately, in this book there are several 
chapters on the history of educational assessment, and others that describe current 
practices and projections of future practice. Thus, this book provides a unique oppor-
tunity for us to review the history of our field through the lens of the present. In this 
chapter, we relate the current, and somewhat frenetic, trends in educational assess-
ment to the most pressing issues and important developments that have occurred since 
educational tests came into vogue over 100 years ago. Our motivation behind this 
inquiry is to learn from the past so that it can inform our future. A key question we ask 
is, “Are the times really a- changin’, or is what we are experiencing essentially the same 
as what has occurred in the past?” We are hopeful that our field is not an example of 
what George Santayana envisioned when he wrote, “Those who cannot remember the 
past are condemned to repeat it” (1905, p. 284).

current trends in Educational assessment:  
a look forward or Backward?

A review of the chapters in this book, current measurement journals, and the popular 
press uncovers several current “hot topics” in educational assessment. These topics 
include:

•• Using students’ performances on tests to evaluate teachers, schools, and others 
involved in public education.

•• Measuring “growth.”

•• Providing more diagnostic information regarding students’ proficiencies.

•• Improving the assessment of students with disabilities and English learners.

•• Using tests for international comparisons of educational achievement.

•• Embedding assessments into instruction for more formative purposes.

•• Using technology to improve educational assessments.

A theme across these topics is the desire to have educational tests do more than 
they have traditionally been called to do. We want to use tests not only to say some-
thing about a student, but also to infer something about that student’s teacher, princi-
pal, school, and district. We want tests to tell us not only how well a student is doing 
overall in a subject area; we want details about his or her strengths and weaknesses. 
We want tests to be standardized so that they provide a level playing field for everyone, 
but we also want them to be flexible enough to accommodate the needs of students 
who are English learners or who have disabilities. We want to use tests to compare and 
evaluate students not only within a classroom, but also across states and countries. We 
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want tests not only to measure how well students learn, but also to help them to learn. 
We want tests to be an interactive experience for students, so we can measure skills 
beyond those that are measurable in a paper-based format. Clearly, the demands on 
21st- century educational tests are daunting.

However, before concluding that we will get “drenched to the bone” by these 
“waters of change,” it is important to remember there are several fundamental con-
stants in educational testing that will not change. For example, although the way we 
build tests or the way we use their scores may change, the criteria of validity and fair-
ness with which we evaluate such use remains an important constant. In the next sec-
tion of this chapter, we sort these “hot topics” into five current trends to discuss both 
current issues and historical constancies within each topic area.

current trend 1: accountability testing

As Linn (Chapter 18, this volume), Geisinger and Usher-Tate (Chapter 1, this volume) 
and many others have pointed out, the No Child Left Behind (NCLB) Act of 2001 
elevated the role of tests in education reform movements. NCLB originally required 
all states receiving federal funds for K–12 education to develop math and reading tests 
aligned with statewide curriculum frameworks in grades 3 through 8, and in one grade 
in high school. By 2007, science assessments in at least one grade in each of three grade 
spans (3–5, 6–9, and 10–12) had to be implemented as well. States were also required 
to establish at least three standards of performance on the assessments, one of which 
needed to signify “proficient” in the subject area for that grade. Students were classi-
fied into proficiency categories based on their test scores, and schools were evaluated 
for “adequate yearly progress” (AYP) based on how well they were meeting the goal 
of attaining 100% proficiency for all students by the year 2014. Schools could be 
rewarded or sanctioned based on their yearly progress. Districts had a similar account-
ability process.2 Thus, the inferences from these assessments were generalized beyond 
the individual student level to support inferences about schools and school districts.

Subsequent federal initiatives increased the use of tests for generalizing from stu-
dent inferences to inferences at a larger system level. “Flexibility waivers” allowed 
states to avoid the NCLB requirements if they adopted rigorous curriculum standards 
(e.g., the Common Core State Standards) and used students’ test scores to evaluate 
teachers (typically by using changes in students’ test performance across years as a 
measure of “growth”; see Keller, Colvin, & Garcia, Chapter 19, this volume). The 
Race-to-the-Top initiative funded two consortia of states to develop common assess-
ments to measure whether students were “on-track” (below grade 11) or “ready” for 
college and career. Again, it was implicit that the performance of students on these 
consortium assessments would be used to evaluate teachers, schools, and school dis-
tricts.

2 The details of AYP under NCLB are beyond the scope of this chapter; interested readers are referred to 
Chudowsky and Chudowsky (2005) and the White House (2002).
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Test-based accountability systems have been criticized for using test scores beyond 
the purposes for which they have been validated. The Standards for Educational and 
Psychological Testing (American Educational Research Association [AERA], Ameri-
can Psychological Association [APA], & National Council on Measurement in Edu-
cation [NCME], 2014) define validity as “the degree to which evidence and theory 
support the interpretations of test scores for proposed uses of tests” (p. 11). Most, 
if not all, validity evidence for NCLB assessments focuses on interpreting the profi-
ciency of individual students. Little to no evidence has focused on using aggregations 
of students’ performance, such as “value-added estimates” of teaching effectiveness or 
“median student growth percentiles” to evaluate teachers, schools, or districts.

This lack of validation of educational tests for accountability purposes is trou-
bling and puts many statewide educational testing programs in violation of the AERA, 
APA, and NCME (2014) Standards, which state:

An index that is constructed by manipulating and combining test scores 
should be subjected to the same validity, reliability, and fairness investiga-
tions that are expected for the test scores that underline the index. (p. 210)

and:

Users of information from accountability systems might assume that the 
accountability indices provide valid indicators of the intended outcomes of 
education . . ., that the differences among indices can be attributed to differ-
ences in the effectiveness of the teacher or school, and that these differences 
are reasonably stable over time and across students and items. These assump-
tions must be supported by evidence. (p. 206)

Unfortunately, there is little research to support value-added estimates of teachers’ 
effectiveness (Braun, 2013) or aggregations of student “growth” percentiles (Wells, 
Sireci, & Bahry, 2014).

The use of tests beyond the individual student level for which they have been 
validated has amplified traditional criticisms of educational tests. Critics rightly claim 
that evaluating teachers and schools based on students’ test performance does not 
control for preexisting differences across students assigned to teachers (because the 
assignment of students to teachers is not random) and does not control for differences 
in many variables that are known to be associated with achievement, such as socioeco-
nomic status, parental education, and school and community resources. Interestingly, 
however, the use of tests to evaluate teaching, and criticisms of the practice, are not 
new developments. The practice itself, and criticisms of it, can be traced to the earliest 
days of modern educational testing.

Ruch (1929), for example, remarked that the use of tests for evaluating teaching 
seemed like a good idea at the outset, but was quickly criticized by the National Edu-
cation Association for not accounting for differences across the students assigned to 
teachers (p. 12). On determining the causes of differences across teachers, Pressey and 
Pressey (1922) wrote:
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First to be considered is the possibility that the work in one school may be 
poor because the children in the school are unusually dull and consequently, 
even with the best of instruction, do not learn readily. . . . A supervisor will 
do a large injustice to the teachers in a “poor” district of a city if she fails to 
take account of this factor and attributes to poor teaching what is really due 
to the poor . . . capacity of the children who are being taught. (p. 28)

The excerpt was written almost 100 years ago, which suggests the times aren’t a- changin’ 
as much as we aren’t a- learnin’. Pressey and Pressey also advised, “Test results must 
be used along with, not to the exclusion of, other sources of information” (p. 69). This 
sounds like sage advice to us, and also sounds remarkably similar to the AERA (2000) 
“Position Statement; High- Stakes Testing,” which relayed the same cautions regarding 
student testing. We believe, in addition to reminding policymakers and others of the 
limitations of a single test score, research is needed on sensible and practical methods 
for combining multiple measures into an accountability system in a manner that takes 
into account the unique characteristics of each individual, school, and classroom. If 
student progress based on educational tests is to be a major component of the system, 
more research is needed on better ways for measuring student progress. Keller, Colvin, 
and Garcia (Chapter 19, this volume) present some promising ideas in this area.

current trend 2: Making assessments More accessible

The most recent version of the AERA and colleagues (2014) Standards features a much 
larger chapter on “Fairness” that focuses on issues regarding testing special popula-
tions such as examinees with disabilities and linguistic minorities (e.g., English learn-
ers). The Standards acknowledge fairness can be defined in different ways and state:

This chapter interprets fairness as responsiveness to individual characteris-
tics and testing contexts so that test scores will yield valid interpretations 
for intended uses. . . . A test that is fair within the meaning of the Standards 
reflects the same construct(s) for all test takers, and scores from it have the 
same meaning for all individuals in the intended population; a fair test does 
not advantage or disadvantage some individuals because of characteristics 
irrelevant to the intended construct. (p. 50)

An important component of fairness is accessibility, which the Standards define 
as “the notion that all test takers should have an unobstructed opportunity to dem-
onstrate their standing on the construct(s) being measured” (p. 49). Accessibility is an 
important issue for many populations of examinees, such as those with disabilities or 
those who are not fully proficient in the language in which the test is administered [in 
the United States, this second group is referred to as English learners (ELs) (Forte & 
Faulkner- Bond, 2010)].

A positive recent trend in educational assessment is considering the unique needs of 
ELs and examinees with disabilities in test development and administration (Thurlow 
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& Quenemoen, Chapter 24, this volume). The concept of universal test design informs 
test development by minimizing any features of the test that may present barriers to 
certain groups of examinees (e.g., overly linguistically complex items that may hinder 
ELs). Universal design can also be applied to testing conditions to make them more 
flexible so that accommodations are not needed for certain groups. Traditionally, 
examinees with disabilities applied for and received accommodations to test adminis-
tration conditions such as extra time, oral administration, or increased font size. Uni-
versal design in test administration would involve (1) setting time limits under which 
virtually all examinees would have sufficient time to complete the test and (2) making 
other options, such as larger print or oral administration, available for all examinees.

Even with universal design in test development and administration, some exam-
inees may still need accommodations. However, the ubiquitous presence of univer-
sal test design and the provision of test accommodations illustrate the serious efforts 
undertaken by testing agencies to ensure fairness in educational testing. We believe 
that these practices are new, relative to testing in the 20th century, and we appreci-
ate their contribution to fairness in testing. However, it is interesting to note that the 
concerns are not new. For example, Likert (1932), in his famous introduction of survey 
development that became known as Likert scaling, remarked, “Because a series of 
statements form a unit or cluster when used with one group of subjects which justi-
fies combining the reactions to the different statements into a single score, it does not 
follow that they will constitute a unit on all other groups of persons with the same or 
different cultural backgrounds” (pp. 51–52). Likert’s insight was impressive in that 
he was essentially concerned with measurement invariance across subpopulations of 
students during a time when racism was more common than fairness. Today, measure-
ment invariance is a fundamental aspect of fairness for educational and psychological 
assessments (AERA et al., 2014).

Concerns regarding the construct- irrelevant effects of language proficiency have 
also been around a long time. For example, Pressey and Pressey (1922) cautioned, 
“The possibility of a language handicap should always be considered in interpreting 
test results” (p. 67). These excerpts from Likert, and from Pressey and Pressey, were 
written over 80 years ago, but if the dates beside the citation were missing, most would 
guess they were far more recent writings. Thus, concerns over fairness are a hallmark 
of these a- changin’ times in educational assessment, as they have been for over 80 
years. Happily, the difference now is that practitioners have begun to heed the call, and 
improvements in test development, test administration, and test validation have made 
many educational assessments fairer.

current trend 3: international and cross‑lingual assessment

As the chapters by Allalouf and Hanani (Chapter 15, this volume), van de Vijver 
and Poortinga (Chapter 16, this volume), and Muñiz, Elosua, Padilla, and Hamble-
ton (Chapter 17, this volume) illustrate, testing people who operate in different lan-
guages is becoming increasingly common. The world is becoming smaller, but cultural 
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identity remains strong. Given that language is intimately linked with culture, a global 
community necessitates a multilingual community. For educational assessments to be 
useful in a global society, they must, in some sense, transcend language. The need 
for cross- lingual assessment has made test translation (adaptation) popular, but as 
the aforementioned chapters attest, it is difficult to ensure that we are measuring the 
same constructs with equal precision and utility across languages. The Guidelines pro-
posed by the International Test Commission (ITC), described by Muñiz and colleagues 
(Chapter 17, this volume), are extremely helpful in identifying the issues in test devel-
opment, administration, and validation to be considered in cross- lingual assessment. 
Emerging adaptation tools, such as those described by Allalouf and Hanani (Chapter 
15, this volume) are also encouraging. However, as van de Vijver and Poortinga (Chap-
ter 16, this volume) remind us, we need to be aware of what is lost in cross- lingual 
assessment relative to assessing examinees within a single language. In our view, the 
hard work comes in providing cautions with respect to interpretations of cross- lingual 
test results, and making policymakers and others who interpret the results aware of 
their limitations.

Rios and Sireci (2014) pointed out that although the ITC Guidelines are helpful, 
they are not enforced, and much of the published literature in cross- lingual assess-
ment makes no reference to them. Thankfully, international educational assessment 
practices seem better, with the major assessment programs (e.g., Programme for Inter-
national Student Assessment [PISA], Progress in International Reading Literacy Study 
[PIRLS], Third International Mathematics and Science Study [TIMSS]) devoting 
considerable time and resources to test adaptation. Nevertheless, comparisons across 
countries’ performance on these assessments are often made without considering their 
limitations (Ercikan, Roth, & Asil, 2015). With respect to cross- lingual assessments, 
it appears the practices are outpacing the validation to support them. Like the use of 
educational tests for accountability, the lack of balance across use and validation is 
troubling.

Current Trend 4: Using Technology to Improve Assessment

Way and Robin (Chapter 11, this volume) provided a comprehensive review of the 
history of computer- based assessment, and Mills and Breithaupt (Chapter 12, this 
volume), von Davier and Mislevy (Chapter 14, this volume), and Zenisky and Luecht 
(Chapter 13, this volume) described exciting new developments in this area. It is hard 
to keep up with developments in computer- based testing because the technology 
evolves faster than we can write about it. Currently, technology is being used to deter-
mine the most appropriate sets of items to administer to individual examinees (i.e., 
computerized- adaptive testing), to expand what we can measure beyond what is pos-
sible in a paper-based environment (e.g., research skills; Mills & Breithaupt, Chapter 
12, this volume); to embed video and other media into assessments; and to engage, 
motivate, and accommodate specific subpopulations of examinees (e.g., students with 
disabilities).



Cop
yri

gh
t ©

 20
16

 The
 G

uil
for

d P
res

s

442 vii. oNGoiNG dEBATEs ANd FUTUrE dirECTioNs 

Technology has always been a big part of large-scale educational assessment. In 
fact, Reynold Johnson’s invention of the scanner that could read and score “bubble 
sheets” in 1931 made large-scale assessment possible and popularized the multiple- 
choice item. However, of the five current trends we identified, using technology to 
improve assessment stands out as the one that is most a- changin’. Educational assess-
ments may lag far behind the use of technology in other areas—such as entertain-
ment or surveillance— but current tests that incorporate technology are very different 
from 20th- century tests. A key development in technology- enhanced assessments is 
the ability of the computer to “learn” something about an examinee. Adaptive test-
ing is one example, whereby the test adjusts its difficulty to best match the estimated 
proficiency of an examinee. But the computer can also be used to provide supports 
such as encouragement or accommodations, if it “senses” that the examinee needs 
them. We are impressed with current developments in computer- based assessments 
(e.g., see Mills & Breithaupt, Chapter 12, this volume), and we anticipate further ben-
efits of incorporating technology into assessments, such as integrating instruction and 
assessment, and making tests more “fun” for examinees by giving them more control 
over the assessment experience (e.g., choosing avatars to represent themselves, paus-
ing the assessment to access tutorials; see Drasgow, 2015, for further descriptions of 
technology- enhanced assessment).

current trend 5: improved score reporting 
and diagnostic assessment

As the use of testing increases, focus has also increased on how scores from assess-
ments are interpreted and reported for consumption by various audiences. This inter-
est has been driven by examinees and test users (e.g., institutions, professional organi-
zations, educators) alike, all of whom have a vested interest in a clear understanding 
of what test scores mean about examinee ability. As Zenisky, Mazzeo, and Pitoniak 
(Chapter 20, this volume) discuss, the practice of score reporting matured considerably 
in the last quarter of the 20th century, with assessment developers attending increas-
ingly to design and audience as they sought to report test information in ways that are 
clearer, more useful, and more tailored for a variety of users.

Like assessment, score reporting also stands to benefit from the transition to digi-
tal platforms, where navigation tools and dynamic presentation methods make it pos-
sible for users to call up additional information to help them understand and interact 
with scores in real time based on their particular interests. Zenisky and colleagues 
(Chapter 20, this volume) also documented how the National Assessment of Educa-
tional Progress (NAEP) program took advantage of digital and online functionalities 
to enhance the breadth, depth, and utility of information reported from those assess-
ments. In this century, online score reporting is likely to become increasingly common, 
as more K–12 summative and formative assessments are administered and scored on 
digital platforms.
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A related area of interest is extracting and communicating more meaning from 
test scores about examinees’ strengths and weaknesses. Particularly for examinees who 
score poorly, this type of diagnostic information is often cited as an important tool to 
help them improve their future performance. Providing such information touches on 
not only score interpretation and report design, but also on assessment design itself. As 
Ackerman and Henson (Chapter 9, this volume) note, diagnostic classification models 
(DCMs) typically require an assessment that taps multiple abilities or dimensions, 
which could be built and scored using advanced techniques such as multidimensional 
item response theory (MIRT). These types of models have garnered increasing interest 
and research in the 21st century as psychometricians work to develop assessments that 
can produce reliable, valid, and usable diagnostic information that can be reported to 
students, instructors, parents, examinees, and other stakeholders. However, it should 
be noted that the “new” idea of MIRT dates back at least 40 years to the work of 
Mulaik (1972) and Reckase (1972), and has its origins in the work of Spearman (1904) 
and Thurstone (1935).

current trend 6: Embedded and formative assessment

In the first quarter of the 21st century, one of the most “futuristic” phrases one can 
utter is stealth assessment. This approach, in which assessment items are embedded 
within a nontest context (e.g., a game, a lesson, a simulation) allows test users to 
collect information about examinees in ways that purport to be authentic and nonin-
vasive. Such assessments are often presented as a promising tool for instructors and 
learners alike, as they may be able to provide finer- grained details about an examinee’s 
progress and ability in a shorter time frame, and via means that are more instruction-
ally relevant and actionable.

As with score reporting and diagnostic assessment, technological advances have 
made stealth assessment seem like a plausible reality only recently. In particular, com-
puters offer a convenient way to surreptitiously collect examinee process and response 
information without announcing that this is happening— thereby creating the poten-
tial to reduce testing time and anxiety, and boost examinee engagement and task 
authenticity.

Stealth assessment does present a number of measurement challenges, but advances 
in these areas have also proliferated since the turn of the 21st century, as von Davier and 
Mislevy discuss (Chapter 14, this volume). The vast amounts of process data produced 
by stealth assessment require new and more flexible measurement models that, in par-
ticular, are flexible or agnostic with respect to dimensionality and error distribution. 
Even prior to the use of such models, examinee actions in simulation- and game-based 
assessments must be meaningfully parceled and assigned with values; this process also 
requires advanced measurement and computing, as von Davier and Mislevy discuss.

Stealth assessment sounds, in many ways, like one area of assessment that truly is 
new and futuristic. Without the technological and methodological bells and whistles 
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of the 21st century, however, stealth assessment is really a combination of two rela-
tively “old” ideas in assessment: formative assessment and embedded assessment.

constancies

Aside from technology- enhanced assessment, the other trends we identified as “cur-
rent” have historical roots that, once realized, make them seem long- standing. Thus, 
with respect to using tests for accountability purposes, for cross- lingual/cross- cultural 
assessment purposes, and for improving instruction, it may seem more like the assess-
ment song has remained the same, rather than the testing times are a- changin’. One 
reason for these constancies is that the fields of education and psychology, from which 
the science of psychometrics emerged, have long histories of concern over validity.

Since the earliest days of modern testing there has been a great awareness of the 
limitations of tests and the need to be explicit about what test scores represent, and 
what they do not represent. There have been debates for sure, with some proclaim-
ing that tests can do more than what validity evidence might suggest, and others 
who claim that test scores held little utility. But these debates led to progress. For 
example, due to debates over what validity means and how tests should be vali-
dated, the three major professional associations most involved in testing practices 
and research came together to create standards for test development, administra-
tion, and interpretation.

The first version of the joint testing standards (APA, 1954) stated, “Validity infor-
mation indicates to the test user the degree to which the test is capable of achieving cer-
tain aims” (p. 13)—which is similar to the AERA and colleagues (2014) edition (which 
represents the sixth version of these joint Standards) that describes validity as the 
degree to which evidence and theory support the use of a test for a particular purpose. 
A review of the evolution of these Standards indicates that the educational and psy-
chometric professions have consistently demanded evidence that a test measures what 
it purports to measure and that the use of test scores is justified based on evidence that 
the test scores are appropriate for that use (Sireci, 2009). To illustrate this constant 
concern regarding the need to justify test use with evidence, we present two quotes on 
this topic. These two quotes were written about 60 years apart. We challenge readers 
to identify which is the more recent writing.

Validity is not a property of the test. Rather, it is a property of the proposed 
interpretations and uses of the test scores. Interpretations and uses that make 
sense and are supported by appropriate evidence are considered to have high 
validity (or for short, to be valid). . . .

No [technical] manual should report that “this test is valid.” . . . The manual 
should report the validity of each type of inference for which a test is recom-
mended. If validity of some recommended interpretation has not been tested, 
that fact should be made clear.
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The first quote is from Kane (2013, p. 3); the second is from APA (1954, p. 19). A 
review of the history of validity reveals fundamental constants (Sireci, 2009, 2015) 
that apply not only to traditional test score interpretations that pertain to individuals, 
but also to aggregations of test scores that are used for accountability purposes.

Another constancy in the field of educational testing is criticism of that very test-
ing. It is important for the testing community to embrace criticisms because they may 
point to deficiencies in tests or in testing policies that could be addressed, and thereby 
improve educational assessments. However, like the other “current events” in educa-
tional testing, criticisms of tests are not new. What might the most common criticisms 
be? We could review current newspapers and education blogs, or perhaps revisit this 
list of criticisms put together by Odell (1928):

 I. Examinations are injurious to the health of those taking them, caus-
ing overstrain, nervousness, worry, and other undesirable physical and 
mental results.

 II. The content covered by examination questions does not agree with the 
recognized objectives of education, but instead encourages cramming, 
mere factual memorizing, and acquiring items of information rather 
than careful and conscientious study, reasoning, and other higher 
thought processes.

 III. Examinations too often become objectives in themselves, the pupils 
believing the chief purpose of study is to pass examinations rather than 
to master the subject or gain mental power.

 IV. Examinations encourage bluffing and cheating.
 V. Examinations develop habits of careless use of English and poor hand-

writing.
 VI. The time devoted to examinations can be more ably used otherwise, for 

more study, recitation, review, and so forth.
 VII. The results of instruction in the field of education are intangible and 

cannot be measured as can products in industry.
 VIII. Examinations are unnecessary. Capable instructors handling classes 

which are not too large are able to rate the work of their pupils without 
employing examinations.

Current critics may use newer terms such as teaching to the test, but it is remarkable 
how the spirit of the criticisms raised in 1928 is essentially the same as those raised in 
2015.

concluding remarks

In this chapter, we reviewed current trends in educational testing and illustrated that 
many of them have roots deep into the earliest days of modern testing. Our review 
brings the adage “The more things change, the more they stay the same” to mind. 
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However, as the collection of chapters in this book illustrates, great progress has been 
made in the science and practice of educational measurement. On the science side, 
new measurement models such as developments in IRT and cognitive modeling have 
improved the precision and efficiency of our measures and enhanced test score inter-
pretations. On the practice side, concerns for testing fairness are now incorporated 
into test development, and are manifested through statistical procedures such as dif-
ferential item functioning (DIF) analysis, quality- control procedures such as sensitivity 
review, and through validation efforts such as differential predictive validity and mea-
surement invariance studies. In addition, test administration conditions have become 
more flexible, and great strides have been made in the area of providing test accom-
modations to examinees who need them, while maintaining fidelity to the construct 
measured (Abedi & Ewers, 2013).

Although we acknowledge the great strides made in measurement theory and 
practices, our historical review also points to areas greatly in need of improvement. 
First, the use of tests for multiple purposes has far outpaced validity studies to evalu-
ate or justify such use. Therefore, we recommend that (a) much more research be con-
ducted on derivative measures such as value-added estimates and “growth” percentiles 
used for accountability purposes, and (b) these and other newer metrics not be used 
until there is a substantial research base to support such use. Although the amount of 
research in this area may seem daunting, Cronbach (1988) noted that if we all work 
together, we can make great progress. As he put it:

Fortunately, validators are also a community. That enables members to divide 
up the investigative and educative burden according to their talents, motives, 
and political ideals. Validation will progress in proportion as we collectively 
do our damnedest— no holds barred— with our minds and our hearts. (p. 14)

Another area where more progress is needed is in measuring the academic prog-
ress of students. Twenty-first century educational tests should be able to quantify how 
much a student has learned over the course of a school year, but we seem to have great 
trouble doing so. Keller, Colvin, and Garcia (Chapter 19, this volume) provide one 
example of research needed in this area, but clearly more needs to be done.

A third area where we anticipate greater progress in the near future is using tech-
nology not only to improve educational assessments, but also to make the assessment 
experience more enjoyable for examinees. Although a “fun test” may presently seem 
like an oxymoron, technology can be used to make tests more personal for examinees 
(e.g., choose an avatar, scene, decide when to pause), and the opportunity for gamifi-
cation to make tests more engaging, and to integrate them with instruction, is strong.

In closing, we note that the field of educational measurement has an interesting 
history that is founded on a concern for the legitimacy of what we are measuring, 
appropriate due process for examinees, and evaluation of the degree to which the goals 
of the assessment are met. Much progress has been made, critical aspects of validity 
and fairness have endured, and the field remains one with many interesting problems 
to tackle. Thankfully, as the contributors to this volume and those who attended the 
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Ronference illustrate, there are many creative and talented people in our community 
to move this field forward. We thank our friend and colleague, Professor Ron Hamble-
ton, for enlightening us on the important problems in educational measurement, and 
encouraging us to solve them. One “song” that has remained the same over the last 
40 years is Ron’s commitment not only to educational measurement, but also to the 
mentorship of us all. For that, we remain grateful.
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